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Motivation & Contribution

A New Benchmark: MovieChat-1K

More Cases

Method

Global Mode is defined as the understanding and 
question-answering for the whole video.

Breakpoint Mode is distinctly defined as 
understanding specific moments in a video.

Experiments

Quantitative Evaluation Ablation Study

Short video question-answering.

Short video  generative performance.

Long video question-answering.

Long video  generative performance.

Short-term and long-term memory buffers.

Hyper-parameter ablations.

Ablation Study

Case Study

We assess the impact on 
performance by altering the 
length of memory buffers, 
consolidation length, and 
short-term initialization, 
and compare the average 
outcomes from GPT-3.5, 
Claude, and human blind 
ratings.

Recently, integrating video foundation models and large 
language models to build a video understanding system can 
overcome the limitations of specific pre-defined vision tasks. 
Yet, existing systems can only handle videos with very few 
frames. For long videos, the computation complexity, 
memory cost, and long-term temporal connection impose 
additional challenges.

Motivation

Contribution

We present MovieChat, a novel framework that integrates vision models and LLMs, which is the first to 
support long video (>10K frames) understanding tasks.

We propose an effective memory management mechanism to reduce the computation complexity and 
memory cost, while enhancing the long-term connection.

We release the first long video understanding benchmark, MovieChat-1K, with manual annotations and 
conduct extensive quantitative evaluation and case studies to evaluate the comparable performance of both 
understanding capability and inference cost.
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