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Algorithm Outline :

1. Set KNN-cluster as the initial pose. Run 

optimization for appropriate R and T.

2. Compute camera rays with camera parameters 

and 2D pose.

3. Move 3D pose to the rays to minimize projection 

error. Update the new T unless it is during 

warmup.

4. Adjust 3D pose by the prior diffusion model. 

5. Repeat steps 2-5 1000 times. 

We apply diffusion model as your 3D Human Pose prior generator.

Our method’s pipeline consists of four components illustrated in the algorithm outline. The optimization block 

and truncated diffusion model repeat 1000 iterations to achieve an accurate 3D prediction, 𝑃1000.

Results on 3DPW

Most 2D-3D human pose estimation models are learning-based and are susceptible to domain gaps, leading to low 

generality across new datasets. However, optimization methods suffer from low performance but can function case by 

case. Our method takes advantage of both by proposing an optimization algorithm that applies a 3D prior diffusion 

model to predict accurate 3D poses based on 2D keypoints. Additionally, our method shows great zero-shot and cross-

evaluation capacities across 3DPW, H36m and 3DHP.
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