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Intrinsic Dimension

Hidden dim happened in NN design 

However, NN is overparameterized 

The intrinsic dimension for a data set can be 
thought of as the number of variables needed 
in a minimal representation of the data 

How to measure the intrinsic dimension of 
the original data?



Toy Data Example



More Complex Data Example

ImageNet 

14 million images 

more than 20,000 categories 

224 x 224 resolution 

150,528 pixels per image 

What is the intrinsic dimension of that? 

Let’s guess!



Intrinsic Dimension of Some Dataset

* k is a hyper-param they used 

Pope, P., Zhu, C., Abdelkader, A., Goldblum, M., & Goldstein, T. The Intrinsic Dimension of Images and Its Impact 
on Learning. In International Conference on Learning Representations.

Less than 50!



NeurIPS 2004



Notation and Assumption 

     data point 

    manifold 

    intrinsic dimension 

density is constant within small neighborhoods    Local uniformity assumption 

P ⊂ ℝN

M ⊆ ℝN

m = dim(M) ≪ N



Before Math …

Find a relationship between some var and intrinsic dimension m
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Maximum Likelihood Estimation of Poisson Process 
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Maximum Likelihood Estimation of Poisson Process 
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Validating Dimension Estimation with Synthetic Data

Prepare: 

Pretrained BigGAN with 128-dim latent 

set  when the others are 0 to make datad

GT



Why We Need to Know Intrinsic Dimension?
Measuring the difficulty in terms of classification 

Measuring the difficulty in terms of diffusion generation 

Number of diffusion steps = O(d)



Why We Need to Know Intrinsic Dimension?
Guidance of GAN design

Accordingly, a latent code of 
size 512 is highly redundant, 
making the mapping 
network’s task harder at the 
beginning of training. 
Consequently, the generator 
is slow to adapt and cannot 
benefit from Projected GAN’s 
speed up. We therefore 
reduce StyleGAN’s latent 
code z to 64



Why We Need to Know Intrinsic Dimension?
Detect AI-generated content


